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Abstract: The control and measurement for resilient recovery is important for a supply network 

facing disruption. Outer synchronization is useful for the supply network to recover to its scheduled 

state. In this paper, a dynamic model for a supply network is established, and measurement with 

memory of resilient recovery is proposed based on outer synchronization. An impulsive controller is 

designed to improve the control effectiveness. Afterwards, an algorithm is adopted to identify the 

resilient recovery backbone. Based on these factors, an efficient resilient recovery method considering 

cost is applied in the case study. This study improves the measurement and control of the supply 

network’s resilient recovery through outer synchronization, and is easily integrated with practical 

problems to make better control decisions. 
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1. Introduction 

With the development of economic globalization, the increasing vulnerability of supply networks 

(SN) has drawn substantial attention to risk management [1,2]. Any event that negatively affects the 

information and material flow between suppliers and demanders should be considered as a risk to the 

disruption [3]. The resilience of a SN is a new concept related to its ability to mitigate vulnerability, 

which has been focused on in the last few years [4,5]. Merriam–Webster defines resilience as “the 

ability to recover or adjust easily to misfortune” [6]. A resilient SN is able to cope with (or react to) 

unexpected disruptions and recover quickly to the planned predisaster state [7], which results in the 

evolution of new practices to construct resilient SNs. 

Network resilience can be defined in two fundamental dimensions: (i) vulnerability, or the lack 

of ability of a network to withstand disruptive events and maintain its maximum possible level of 

performance in the immediate aftermath of disruptions; and (ii) recoverability, or the ability of the 

network to return to a desired level of performance within a recovery time horizon [8]. These two 

dimensions describe components of robustness and rapidity in the resilience triangle. The resilience 

capacity of a system is defined as a function of three capacities: (i) absorptive capacity, or the extent to 

which a network is able to absorb shocks from disruptive events; (ii) adaptive capacity, or the extent to 

which a system can quickly adapt after a disruption by temporary means; and (iii) restorative capacity, 

or the extent to which the system can recover from a disruption or be reconstructed in the long-term [9]. 

Despite a growing number of research studies on SN resilience, there is still a lack of knowledge 

about resilient recovery. Moreover, few studies have attempted to measure and control resilient 
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recovery [10]. Considering all the above factors, this research attempts to seek answers to the 

following questions: 

(1) What is the most efficient method of resilient recovery of the SN? 

(2) How should the resilient recovery of the SN be measured? 

(3) How should the backbone of the network for resilient recovery be identified? 

(4) How should the resilient recovery of the SN be controlled? 

The idea of network synchronization is to design appropriate controllers so that the network state 

can be tracked and synchronized to the target state. The study of synchronization is no longer limited 

to nodes within a network (internal synchronization), but also extends to synchronization between 

networks (outer synchronization) [11]. Outer synchronization can help the corresponding nodes to 

achieve the identical state. It is widely established that resilience means a return to a scheduled 

state [12]. Therefore, resilient recovery is a process of outer synchronization between the actual network 

after the disruption and the scheduled network before the disruption. Therefore, outer synchronization 

provides a feasible method for resilient recovery. 

The effectiveness of resilient recovery measures is a key issue in engineering applications. However, 

most studies see the importance of network components as a standard for resilience measures [13], 

which is considered “memoryless”, for the reason that this resilience standard does not take into account 

the previous information. It may have the same value of resilience with different restoration curves 

and different degrees of effectiveness. Therefore, resilience measures rely on the recovery time [6]. 

In this study, two indicators, namely recovery degree and recovery time, are introduced to quantify 

the effectiveness of resilient recovery. We propose a new method of outer synchronization-based 

recovery effectiveness measurement, which serves as the methodological background for the adoption 

of recovery measures. 

In a dynamic and complex environment, there are many uncertain factors in the SN, such as the 

topological structure and order, production, and inventory parameters for different enterprises in case 

of disruption [14–16]. The research on complex networks and agent-based models provides help to 

solve this problem [17,18]. The outer synchronization problems for different network structures have 

been researched [19–21]. Zhang studied outer synchronization problems for uncertain parameters [22]. 

Later on, scholars investigated the various combinations of factors. Outer synchronization problems 

with different network structures and uncertain parameters have been studied [23–25]. Numerous 

technologies related to outer synchronization have been developed, for example pinning control [26,27] 

and impulse control [12,28]. The results of these important studies have laid a good foundation for 

further research studies about the practical application of outer synchronization. In the meantime, 

however, the question of how to design an effective outer synchronization controller considering the 

uncertainty of the SN isa pressing and challenging issue. In practice, connections between nodes may 

break due to interruption. Therefore, it is necessary to analyze the impact of topology on the resilient 

recovery of supply networks. 

In fact, the nodes within the SN may become disconnected sometimes due to the disruption. 

Therefore, it is necessary to analyze the resilient recovery of the SN with the dynamic topology [29]. We 

found that many links are redundant for resilient recovery. Identifying and removing the redundant 

links for resilient recovery in the SN is one of the meaningful aspects in an application; analyzing 

resilient recovery strategies is another. The control efficiency is affected by not only resilient recovery 

effectiveness, but also cost control. In this paper, a control efficiency measurement method based on 

cost analysis is presented, which can be very helpful when controlling decision-making. 

Based on the above discussions and previous studies [30], this paper aims at discussing outer 

synchronization-based resilient recovery measures with memory and control. The framework of this 

study is shown in Figure 1. The rest of the paper is organized as follows. In Section 2, we introduce 

a resilient recovery measurement based on the outer synchronization. In Section 3, the impulsive 

controller and the updated laws are designed. In Section 4, an algorithm is adopted to identify the 
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network backbone for resilient recovery and a measurement method of control efficiency is proposed 

considering cost analysis. In Section 5, the effectiveness of the method is verified by a case study. In 

the final section, a brief conclusion is given. 

 

 
Feedback 

Figure 1. The framework of this study. 

2. The Resilient Recovery of the SN Based on Outer Synchronization 

2.1. Supply Network Model 

Feedback 

The supply network (SN) is also known as the supply chain network. The SN can be simplified to a 

single supply chain when there is only one chain in it. In the supply chain, raw materials, intermediate 

materials, and finished goods are procured exclusively. A simple supply chain has been described 

previously by a set of differential equations [31–33]. This model can express the complex behavior of 

the supply chain perfectly. However, it cannot express complex network structures, meaning it is only 

suitable for a single-chain structure. 

With the increase of supply objects and purchase objects, the supply chain structure is gradually 

upgraded to a network structure. The primary goal of the SN is to satisfy customer demands at the 

lowest cost. 

From the perspective of structure, SN can be viewed as a collection of nodes V = {vi} (retailers, 

distributors, and manufacturers) and arcs E = {eij} (the set of relations between the enterprise nodes). 

SN can be defined as a set of self-organizing agents that interact through a series of links. Therefore, 

SN can be expressed as G = (V, E). 

Since there isn’t a central, authoritative organizing node, the SN is a self-organizing system. A 

dynamic SN is formed when each node is treated as a dynamic system. Each node has the behavior of 

ordering goods, production, and sales, whether it is a retailer, distributor, or manufacturer. In view of 

these studies [31–33], the status of each node in the SN can be described as 

xi(t) = [xi1(t), xi2(t), xi3(t)]T (1) 

The status of each enterprise can be expressed as Equation (2). The parameters are expressed in 

Table 1. 

 . 
 i1 

  
(t)   m(xi2 (t) − xi1 

 
(t))   .    
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Table 1. Parameters for the supply network. 
 

Denotation Definition 
 

xi The status of node i 

xi1 Demand quantities for ordering 
 

xi2 Supply quantities for distribution 

xi3 Inventory for production 
 

m The dissatisfaction of ordering 

r Information distortion 
 

b The coefficients of safety stock 

 

The variation of demand quantity x. i1(t) relates to the dissatisfaction m in the preceding period. 

The variation of the supply quantity x. i2(t) is influenced by the information distortion r and the supply 

quantities xi2 in the preceding period. It also needs to take into account both the demand quantities xi1 

and the inventory xi3. The variation of inventory x. i3(t) not only relates to the demand quantities xi1 

and the supply quantities xi2, but also depends on safety stock [34]. 

The state of each enterprise can be seen as a process, including order-taking, product-making, and 

goods distribution; similarly, the status of each node is affected by its neighboring nodes [35–37]. This 

is expressed by Equation (3). 

x
. 
i(t) = Fi(xi(t), α, ϕi) + 

, 
gijΓ(xj(t) − xi(t)) 

 .   j∈Ni     
 xi1(t)   m(xi2(t) − xi1(t))   c1  xj1(t) − xi1(t)  (3) 
 .    ,    
 xi2(t)  =  rxi1(t) − xi1(t)xi3(t) − xi2(t)  + gij  c2  xj2(t) − xi2(t)   .       
 xi3(t)   xi1(t)xi2(t) − bxi3(t)  j∈Ni  c3 

 
xj3(t) − x3(t)  

In Equation (3), the first item represents the state of node vi itself, and the second item represents 

the impact on the state of node vi by the neighboring nodes with a supply relationship. The state of 

each node is mainly adjusted by its own demand quantities xi1, supply quantities xi2, and inventory 

xi3. In SN, there is not a one-to-one relationship, but a very complicated relationship. 

There are interactions between supply quantities, demand quantities, and inventory. The supply 

quantity from vi to vj is not the demand quantity form vj to vi. Therefore, the state of the node is also 

adjusted by the state of the neighbor nodes with a supply relationship, using the second term. 

The set of neighbors of node vi is denoted by Ni. The neighbor of node vi means that there is a 

supply relationship with the node vi. The number of nodes vj satisfying j ∈ Ni shows how many nodes 

supply node vi. The supply relationship may be one-to-one, or several-to-one, which is expressed by 

the adjacency matrix G = [gij]. When there is a business relationship between node vi and vj, gij = 1, 

otherwise gij = 0. G is symmetric and non-negative. The inner coupling matrix Γ = diag(c1, c2, c3) is a 

diagonal matrix to indicate coupling strength: where c is the coupling coefficient; c1 represents the 

influence of neighbors of node xi on the first component, demand quantities; c2 represents the influence 

of neighbors of node xi on the second component, supply quantities; c3 represents the influence of 

neighbors of node xi on the third component, inventory. The physical interpretation of the inner 

coupling matrix is the ability of mutual control between nodes. 

For example, there is a supply relationship between a raw material node xj and a factory node xi. 

Since the raw material node xj does not only supply to the factory node xj, and the factory node xi 

does not only demand from the raw material node xj, the supply quantities of the raw material node xj 

cannot be coupled to the demand quantities of the factory node xi directly. In Equation (3), the demand 

quantities of the factory node xi (xi1) are related to the supply quantities of the raw material node xj 

(xj2) (i.e., gij = 1, xi1–xj2). Furthermore, in the first item of Equation (3), Fj(xj), the supply quantities of 

the raw material node xj (xj2) are related to the demand quantities of the raw material node xj (xj1) (i.e., 
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xj2–xj1). So, the supply quantities of the raw material node are coupled to the supply quantities of the 

factory node xi (i.e., xj2–xj1), which expresses the connections between nodes in Equation (3). 

If the nodes are only interconnected through the demand relationship, then the nodes are coupled 

through the first component. In this scenario, Γ = diag(c, 0, 0). 

The configuration matrix A = [aij] is used, therein aij 

becomes Equation (4) 

= −gij (i ≠ j), aii 
,N 

= gij 
j 

, then Equation (3) 

, 

i(t) = f1i(xi(t), ϕi) + f2i(xi(t), ϕi)α + aijΓxj(t) (4) 
j∈Ni 

Therein, α is the vector with scheduled parameters, ϕi is the scheduled status, f 1i is the function 

without parameters, and f 2i is the function with parameters. The validity of the proposed SN model 

has been presented in our previous study [30]. 

2.2. Resilient Recovery Based on Outer Synchronization 

The actual SN after disruption acts as the response network, shown as Equation (4). Therein, A ≠ 

B (A = [aij], B = [bij]) as the structure has been changed, the status ψi of the actual SN is changed, so 

ui is the control function. Here, α is the vector with the unknown parameter, which means that the 

original schedule is changed. 

y
. 
(t) = Fi(yi(t), α, ψi) + 

, 
bijΓyj(t) + ui 

i 
j∈Ni 

= f1i(yi(t), ψi) + f2i(yi(t), ψi)α + 
, 

j∈Ni 

 

bijΓyj(t) + ui 
(5)  

 

Definition 1. Outer synchronization is achieved between the actual network and scheduled network; for any 

initial values ϕi and ψi, then parameters are α and α, such that 
 

lim 
t→∞ 

e  = lim  
t→∞ 

yi(t, α, ψi) − xi(t, α, ϕi)  = 0 

where ei is an synchronization error [38]. 

The outer synchronization between the actual network and the corresponding scheduled network 

is shown in Figure 2a. Particularly, if m = 10, r = 28, b = 8/3, the system is typically in a state of chaos, 

as shown in Figure 2b. 

 

(a) (b) 

 

Figure 2. Synchronization of the supply network (SN). (a) Outer synchronization, (b) The status of node. 

x
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As shown in Figure 3, the status of node yi synchronizes to the status of corresponding node xi. 

The status in the actual network fluctuates near the scheduled status and tends to the status in the 

scheduled network. 

Definition 2. Resilient recovery is a process of outer synchronization between the actual network and 

scheduled network. 

 

Figure 3. Synchronization of node i (yi1 → xi1, yi2 → xi2, yi3 → xi3, ei → 0). 

2.3. The Resilient Recovery Measurement Based on the Outer Synchronization Error 

Resilience is the ability to accomplish the original plan in any case [39]. As shown in Figure 4, 

a quantifiable and time-dependent performance function is the basis for the measurement of the 

resilience [6,13,40,41]. The dotted curve FT(t) denotes the targeted performance function of SN if not 

affected by disruption. The disruption deteriorates the performance to the level F(td) at time td. Then, 

the performance function of SN F(t) will be improved by recovery action and reach the targeted level 

FT(t) at a later time tr. 
 

F(t) 

 

F(t0) 

 

 

FT(t) 

 

 

 

F(tr) 

 

 

Nominal stat 

 

F(td) Disruption 

 

te td 

 

Recovery 

t 

 
 
 
 

 

tr 
Time 

Figure 4. Illustration of the resilient recovery measurement. 

Let R1(t) be the resilient recovery ratio of SN at time t (t > td). R1(t) describes the cumulative 

functionality that has been restored at time t, normalized by the expected cumulative functionality if 

the SN has not been affected by disruption. R1(t) is given as Equation (6), where R1(t) is quantified by 

the ratio of the area with diagonal stripes S1 to the area of the shaded part S2 [6]. 

, t 
R1 t td 

[F(τ) − F(td)]dτ 
, t t 

(6)  
 

 

( ) = , t ≥ d 

td 
[FT(τ) − F(td)]dτ 

Outer synchronization error ei → 0 shows that the actual status restores itself to the scheduled 

status. That is to say, the smaller the outer synchronization error, the better the resilient recovery. 
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Total outer synchronization error of all nodes is expressed as Equation (7): 

v., 
N 

E(t) = 
, 

 
i=1 

[(xi1(t) − yi1(t))2 + (xi2(t) − yi2(t))2 + (xi3(t) − yi3(t))2] (7) 

The outer synchronization error of all nodes E(t) = |F(t) − FT(t)| can be used to measure the resilience. 

Taking advantage of the outer synchronization error, a function for the assessment of the resilience 

is illustrated in Figure 5. It is a quantifiable and time-dependent performance function, also known as 

the resilient recovery ratio, which can be measured by R(t): 
, t 

E(τ)dτ 

R(t) = 1 − , 
td 

t ET(τ)dτ 
d 

, t ≥ td (8) 

 

E(t) 

 

E(td) 

 

 

ET(t) 

 

 

S1 

 

Recovery 
S2 

 
E(t) 

 

td t 

 
 
 

 

tr 
Time 

Figure 5. Measurement of resilient recovery utilizing outer synchronization error. 

Equation (8) focuses on the resilient recovery in the range of [0, 1]. R(t) = 0 when E(t) = ET(t). 

This means that SN has not recovered from its disrupted state (there has been no “resilience” action); 

R(t) = 1 when E(t) = 0, which corresponds to the ideal case, where SN recovers to its scheduled state 

immediately after disruption. 

This resilient recovery quantification is capable of measuring both the magnitude and rapidity of 

recovery. Moreover, this measurement of resilient recovery is not memoryless, since it considers the 

cumulative recovery of the functionality. 

3. Design of Adaptive-Impulsive Controller 

Assumption 1. For any xi(t) = (xi1(t), xi2(t), . . . , xin(t))T and yi(t) = (yi1(t), yi2(t), . . . , yin(t))T, there exists a 

positive constant Li > 0, such that Fi(t, yi(t), αi) − Fi(t, xi(t), αi)  ≤ Li  yi(t) − xi(t) . 

Our goal is to design an adaptive pulse controller user interface(UI) that allows the actual network to 

be asymptotically synchronized with the scheduled network to reduce costs [21,42]. The response network is 

designed as  
 
 
 

y
. 

(t) = f1i(yi(t)) + f2i(yi(t))α + 
, 

j=Ni 

bijΓyj(t) + ui t ≠ tk, 

 

 
(9) 

 ∆yi(t+) = Bikei(t), t = tk, k = 1, 2, · · · , 
 yi(t0

+) = yi0 

where α is the estimation of the unknown α, Bik is the feedback matrix of node i received at impulsive moment tk, 

ui is the adaptive controller received by the node i, and: 
yi(t+) = lim yi(t), yi(t−) = lim yi(t), ∆yi(t+) = yi(t+) − yi(t−). Here, tk satisfies 0 ≤ t1 < t2< . . . < 

k 
t→t+ k t→t− k k k 

tk < . . . , and lim tk = +∞. 
k→∞ 

Theorem 1. Supposing that Assumption 1 holds, then: 
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 i i i 

2 

( ) − − − ] + ( − ) 

2  ei  

T T 

i 

 

 

Let κ = λ 
n 

1 ((B ⊗ Γ) + (B ⊗ Γ)T)
}
, ι = λ 

n 
1 ((A ⊗ Γ) + (A ⊗ Γ)T)

} 
= (L − g + κ + ι) < 0, 

max 2 max 2 , v 

and χ = max
.
v, −µ) < 0 . If λmax[(I + Bik)T(I + Bik)] < 1 and ∃ξ > 1, then 2χτk + ln(ξ) < 0. 

 
 u (t) = −g e − µ α − α 

 

 
2  ei  − 

E 2 
. 

,N 

j=1 

 

bijΓxj(t) + 
,N 

j=1 

 

aijΓyj(t) 

 

 
(10) 

   .  gi = ki  ei  2 

 αi = − f2
T (yi(t))ei(t) 

The drive system in Equation (4) and the respond system in Equation (5) can achieve outer synchronization. 

The controller ui is designed as the first equation in Equation (10), where gi is the coefficient for control 

gain and µ is the coefficient for parameter identification. The two sum terms are the control of structure change. 

The updating laws of control gain and unknown parameters are designed in the last two equations of Equation 

(10), where ki is the control strength and f2i is the part associated with parameters in Fi. 

Proof. Consider the following Lyapunov function: 
 

V = E(t) 2 + 1 α − α 2 
= 1 

,N 
e Te + 1 

,N 
(α − α )T(α − α ) 

(11) 

2 
i=1 

i  i 2 
i=1 

i i i i 

By the synchronization error ei(t) = yi(t) − xi(t), we have 

, 

i(t) = ( f1i(yi(t) − f1i(xi(t)) + ( f2i(yi(t)α − f2i(xi(t)α) + (bijΓyj(t) − aijΓxj(t)) + ui(t) 
j=Ni 

Then 

 

 
. ,N 

T 

 

 

. ,N 

V = 
i=1 

 

 

eiTe.i + 

 

,N 

 

i=1 

 

 
 . T 

 
 

αi (αi − αi) 

 
, , , 

V = ei 
i=1 

[( f1i(yi(t) − f1i(xi(t)) + ( f2i(yi(t)α − f2i(xi(t)α) + 
j=Ni 

bijΓyj(t) − 
j=Ni 

aijΓxj(t) − 
j=Ni 

bijΓxj(t) 
, 

a Γy t g e µ α  α 2  ei  
,N  . T 

α  α 
 

. ,N 

i j j 

j=Ni 
T 

i i E 2 α 
 

i=1 
, , 

V = ei 
i=1 

[( f1i(yi(t) − f1i(xi(t)) + ( f2i(yi(t)α − f2i(xi(t)α) + 
j=Ni 

bijΓej(t) + 
j=Ni 

aijΓej(t) 

,N  . T −g e − µ α − α  ] + (α − α) 
i i E 2 

. ,N 
T 

α 
i=1 

 

 

 

,N 
T 

 

 

,N  ,N 
T 

V = ei 
i=1 

[ f1i(yi(t)) − f1i(xi(t))] + ei 
i=1 

[ f2i(yi(t))α − f2i(xi(t))α] + 
 .  

ei 
i=1 j=1 

bijΓei(t) 
(12) 

,N ,N + e Ta Γe (t) − 
,N 

e T g e − µ 
,N 

α − α 2e T  ei  + 
,N 

α
T 
(α − α) 

i 
i=1 j=1 

i j i i i i 
i=1 i=1 

i  E 2 

i=1 

 .  Noticing that = − f  . T (y (t))e (t), then = −e (t) f (y (t)) 
α 

We have 
2i i i α i 2i i 

,N 
e T [ f  (y (t)) − f (x (t))] + 

,N 
e T [ f  (y (t))α − f ,N  . T (x (t))α] + (α − α) 

i 
i=1 

1i i 1i  i i 
i=1 

2i i 
 

 

2i  i α 
i=1 

= 
,N 

e T [ f (y (t)) − f (x (t))] + 
,N 

e T [ f (y (t))(α−α)] + 
,N 

−e (t)T f (y (t))(α − α) 
i 

i=1 
1i i 1i  i i 

i=1 
2i i i 

i=1 
2i i 

(13) 
= 

,N 
e T [ f (y (t)) − f (x (t))] 

i 
i=1 

1i i 1i  i 

≤ L 
,N 

e Te 
i=1 

+ 

e
. 

i 
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k−1 
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ξ 

 

where L = max{Li}. 
Noticing that 

,N 
e T  ei  = 1, we have 
i 2 

i=1 E 

,N ,N – e T g e − µ α − α 2e T  ei  

i i i 
i=1 i=1 

i  E 2 

,N = −g e 
2 − µ 

,N 

α − α 2e T  ei  (14) 
i 

i=1 
,N 

= −g ei 
i=1 

Equation (11) can be simplified as 

i=1 

2 − µ 
,N 

i=1 

i  E 2 

α − α 2 

 

. ,N 
T 
,N ,N T ,N ,N T ,N ,N 2 2 

V ≤ L ei 
i=1 

ei + ei 
i=1 j=1 

bijΓei(t) + ei 
i=1 j=1 

aijΓei(t) + −g ei  − µ α − α  
i=1 i=1 

 

,N 

≤ (L − g)ET(t)E(t) + ET(t)(B ⊗ Γ)E(t) + ET(t)(A ⊗ Γ)E(t) − µ 
i=1 

 

α − α 2 (15) 

where ⊗ is the Kronecker product. 

. 
T (B⊗Γ)+(B⊗Γ)T 

 
(A⊗Γ)+(A⊗Γ)T 

T ,N 
2 

V(t) ≤ (L − g)E (t)E(t) + [ 2 + 2 ] × E (t)E(t) − µ α − α  
i=1 

≤ (L − g + κ + ι) × ET (t)E(t) − µ 
,N 

α − α 2 
i=1 

≤ 2χV(t) 

where κ = λ 
. max 

n 
1 ((B ⊗ Γ) + (B ⊗ Γ)T)

}
, ι = λ max 

n 
1 ((A ⊗ Γ) + (A ⊗ Γ)T)

}
, v = (L − g + κ + ι) < 0, and 

χ = max v, −µ) < 0 . 

This implies that 

When t = tk, then: 

V(t) ≤ V(t+ )e2χ(t−tk−1 ), t = (tk−1, tk] (16) 

ei(tk+) = yi(tk+) − xi(tk+) = yi(tk) + Bik(tk)ei(tk) − xi(tk) = (I + Bik)ei(tk) 

V(t+) = 1 
,N 

e T (t )(I + B )T(I + B )e (t ) + 1 
,N 

(α − α)T(α − α) 
k 2 

i=1 
i k ik 

≤ V(tk) 

ik  i  k 2 
i=1 (17) 

Due to λmax[(I + Bik)T(I + Bik)] < 1. 

From Equations (16) and (17), there is 

V(t) ≤ V(t+)e2χ(t−t0 ), t = (tk−1, tk] (18) 

By Theorem 1, we know that e2χτk < 1 , k = 1, 2, · · · . 

Thus, the inequality in Equation (18) can be further rewritten as 

V(t) ≤ V(t+)(e2χτ1 ) · · · (e2χτk )e2χ(t−tk ) 

0 
< V(t+) 1 e2χτk+1 (19) 

0  ξk 
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We have V(t) → 0, (k → ∞). That is, ei(t) → 0 and α → α. This means the outer synchronization 

is realized between the drive network in Equation (4) and the response network in Equation (5). Then, 

the proof work is completed. □ 

4. Application of the Method 

4.1. Network Skeleton Identification Forresilient Recovery 

As shown in Figure 6, the network’s resilient recovery ability will stay almost unchanged if the 

link between 1 and 4 (1–4) is removed (network a → network b). The analysis indicates that every link 

has unequal contribution to the resilient recovery ability. In other words, the resilient recovery of SN is 

hardly affected if certain links are removed. It has been discovered that many links in the network 

are actually redundant for resilient recovery, known as redundant links. The backbone of resilient 

recovery is the minimal network maintaining resilient recovery ability, which is the network when the 

redundant links have been removed. Disruption may occur anywhere in a SN, so the question of how 

to identify the backbone of resilient recovery is of great importance. 
 

Figure 6. Skeleton identification for resilient recovery. (a) network a, (b) network b, (c) network c. 

In order to remove the redundant links, a greedy algorithm is designed based on R(t) in Equation 

(8), in which the resilient recovery ratio of the original SN is expressed as R(0), and the resilient recovery 

ratio of the reduced network after removing l links is denoted as R(l) [43]. 

∆R = |R(l) − R(l−1)| (20) 

Then, one can calculate ∆R of each remaining link and select the link with lowest ∆R to be actually 

removed from the network. Then, continue to remove links until R(l) falls below 98% of R(0) and the 

obtained network is denoted as the network backbone of resilient recovery. As shown in Figure 5 

(network c), the network backbone of resilient recovery is obtained when the redundant links (1–4, 1–2, 

3–5) are removed. 

4.2. Control Efficiency Analysis 

Two factors are introduced to measure the efficiency of the control RC(t). One is the liveness of 

resilient recovery R(t), which is proportional to RC(t). The other is the controlling cost C(t), which is 

inversely proportional to RC(t). The control efficiency RC(t) is represented as Equation (20), which can 

be applied to compare SN recovery strategies. 

RC(t) = R(t)/C(t) (21) 

The supply chain strategies are taken from [44]. There are five recovery strategies in our model 

(listed below), and the corresponding control costs are shown in Figure 7. 

(1) Emergency management costs. The parameter g shows the capability of emergency management. 
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(2) Strategy adjustment costs. The parameter µ used to identify α indicates the capability for 

strategy adjustment. 

(3) Coupled node controlling costs. The coupling relationship will be changed by the structural 

changes. The parameter Γ is used to control the heterogeneous coupled nodes. 

(4) Incentive mechanism costs. The feedback matrix Bik and pulse period t are concerned with the 

intensity and frequency of the incentive mechanism, respectively. 

(5) Reconstruction costs. 

 

 

Figure 7. Measurement of control efficiency. 

5. A Case Study in Engineering Application 

5.1. The Experimental Background 

A SN is used in the case study [45]. This network structure has representative characteristics. The 

initial scheduled network A is seen as the drive network, as shown in Figure 8. Based on previous 

studies, we use empirical data [30]. The supply network contains raw materials suppliers (S), factories 

(P), warehouses (W) and markets (M). The status of the node is initialized randomly. The main values 

of the parameters α (m; r; b; Γ) which used in the case study are shown in Table 2. 

Table 2. The main values used in the case study. 
 

Type S P W M m r b Γ 

values 11 3 5 18 10 28 2.6 diag(5, 5, 5) 
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Figure 8. Structure of a European supply network A. 

5.2. The Effectiveness of the Resilient Recovery Method based on Outer Synchronization 

Assuming that a failure occurs in the enterprise node W1, this causes a pause of the contacts in 

W1_M10, W1_M11, and W1_P2. In this disruption, the network structure is changed, along with the 

status values and the parameters. The supply network B acts as the response network, where B ≠ 

A. Assuming that α(m, r, b) are unknown after the disruption, the status of the response network is 

initialized randomly. 

An adaptive impulsive controller is adopted in Section 3. Assuming that the period of impulse 

control t = 0.05, the feedback matrix Bik = diag[−0.5, −0.5, −0.5], the inner coupling matrix Γ = diag(0.2, 

0.2, 0.2), and the controller’s parameters are L = 1, g = 7, µ = 1.5, tk = 0.05. By using MATLAB 

Toolbox, we can get κ = 2.8419, ι = 3.0448, λmax = 0.25 < 1, v = (L − g + κ + ι) = −0.1133 < 0, and 
. 

χ = max v, −µ) = −1.5 < 0 . ∃ξ > 1, such that 2χτk + ln(ξ) < 0. Then, Theorem 1 can be satisfied and 
the network can achieve outer synchronization. 

The synchronization errors are shown in Figure 9. Here, ei → 0 after 3 impulse periods; ei(t) 

reduces obviously at times t = 0.05, t = 0.1, and t = 0.15. This means that the impulsive control can 

recover rapidly. 

 

Figure 9. Error ei(t). 

The parameter identification of the SN is realized in Figure 10. The uncertain parameter α in 

the actual network (as in Equation (4)) will adjust adaptively in the process of outer synchronization 

and approach α(m = 10; r = 2.6; b = 28) in the scheduled network (Equation (3)). The parameter 
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identification is the process of adaptive adjustment. The synchronization error of all nodes E(t) is 

presented in Figures 11 and 12, which can be used to measure the resilient recovery of the SN. Figure 11 

shows that the SN can be restored to a certain extent without parameter identification (i.e., initial 

values α(m = −7.5029, r = −7.4705, b = −9.6804) are not adjusted). The SN can be restored more easily 

with parameter identification than without parameter identification. This shows that the adaptive 

capacity of the SN will be better with parameter identification. As shown in Figure 12, the degree of 

resilient recovery R(t) is measured at the time t = 0.3, where R(0.3) = 0.7109. 

 

Figure 10. Of system parameters. 
 

Figure 11. Effectiveness of parameters identification. 

 

Figure 12. Resilient recovery measurement based on E(t). 
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Through the above discussion, we can see that the SN utilizing outer synchronization can 

effectively be restored to the scheduled state and that the resilient recovery measurement is feasible 

and valid. 

5.3. Backbone Identification for the Resilient Recovery of the Supply Network 

We have proposed how the network backbone for resilient recovery can be identified by using the 

greedy algorithm in Section 4.1. Based on the correlation between recovery rate and time, the resilient 

recovery ratio R(t) at time t = 0.15 is taken as the standard for comparisons (shown in Figure 13). The 

initial recovery ratio R(0) = 0.5583. The recovery ratio should be kept at more than 98% of the standard 

value after the redundant links are removed. The sequence of removing redundant links and the 

corresponding recovery ratio are shown in Table 3. The backbone of the resilient recovery is showed in 

Figure 14. 

 

Figure 13. Resilient recovery ratio R(t) at time t = 0.15, corresponding to Figure 4. 

Table 3. Sequence for removing redundant links and the corresponding recovery ratio. 
 

1 2 3 4 5 6 7 8 9 

M8-W3 W1-P2 W3-P2 M3-W5 W2-P2 W3-P3 M16-W1 M9-W2 W2-P3 

0.5583 0.5585 0.5582 0.5582 0.5579 0.5581 0.5585 0.5582 0.5579 

10 11 12 13 14 15 16 17 18 

P1-S2 M16-W3 M15-W3 M12-W3 P3-S10 M10-W1 M13-W4 W4-P3 W5-P3 

0.5577 0.5573 0.5559 0.5564 0.5552 0.5524 0.5499 0.5482 0.5456 

 

Figure 14. Backbone of resilient recovery. 
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We start again from the initial scheduled network A and remove these links in random order. 

This shows that the removal sequence does not significantly influence the resilient recovery ratio R(t), 

confirming that these links are redundant for the resilient recovery. Furthermore, experiments show 

that the backbone of the network recovery is related to the initial value. That is to say, the different 

initial values will obtain different network backbones. 

In order to show the effect of the backbone identification on the resilient recovery, the following 

cases are compared, as shown in Table 4. In the experiments, the above initial value is adopted, yet the 

resilient recovery ratio R(0.3) at time t = 0.3 in different disrupted networks is calculated. 

Table 4. Resilient recovery rate R(t) in the cases. 
 

 Network Structure Remove Links R(0.3) 

 Backbone 18 links, as in Table 2 0.7127 

Case 1 Network 1 W3-M3, W3-M5, W3-P1, W1-M11, W1-M17, W1-P3 0.7132 

 Network 2 W3-M8, W3-M12, W3-P2, W1-M10, W1-M16, W1-P2 0.7250 

Case 2 Network 3 P2-S5, P2-S6, P2-W4, W2-P1, W2-P6, W2-M8 0.7205 

 Network 4 P3-S10, P3-W2, P3-W3, W2-P2, W2-M9, W3-M12 0.7236 

Case 3 Network 5 W5-M1, W5-M2, W5-P1, W1-M11, W1-M15, W1-P3 0.7073 

 Network 6 W5-M3, W5-P3, P3-W4, P3-W3, P3-W2, P2-W1 0.7253 

 

Case 1: In network 1, a disruption occurs in the enterprise nodesW1 and W3, causing six links that 

belong to the backbone to be removed. In network 2, a disruption still occurs in the enterprise nodesW1 

and W3, causing six redundant links (not belonging to the backbone) to be removed, R (network 1) < R 

(network 2), as shown in Figure 14. 

Case 2: In network 3, a disruption occurs in the enterprise nodesW2 and P2, causing six links 

that belong to the backbone to be removed. In network 4, a disruption still occurs in the enterprise 

nodesW2 and P2, causing six redundant links to be removed, R (network 3) < R (network 4), but the 

difference is not obvious. 

Case 3: In network 5, a disruption occurs in the enterprise nodesW1 and W5, causing six links 

that belong to the backbone to be removed. In network 6, a disruption still occurs in the enterprise 

nodesW1, W5, and P3, causing six redundant links to be removed, R (network 5) < R (network 6), 

where the difference is obvious. 

In networks 2, 4, and 6, the removal of six redundant links has little effect on resilient recovery, 

despite their different locations. In networks 1, 3, and 5, the removal of 6 backbone links exerts greatly 

effect on resilient recovery. It can be seen that the position of the removed links has different effects on 

resilient recovery and there are also primary and secondary points in the backbone links. For example, 

the removed links in network 5 are more important than the removed links in network 3. 

As Figure 15 shows, removing links belonging to the backbone causes greater damage than 

removing the other redundant links. Therefore, it is very important to identify the network backbone 

during resilient recovery. 

5.4. Control Effect Analysis for Resilient Recovery 

In this case study, the following disruption is considered. A fire occurs in nodes W2 and W4, 

causing a disruption of the contacts in W5-M1, W5-M2, W5-P1, W1-M11, W1-M15, W1-P3, W1-M16, 

and W1-P2. We assume that the control parameters before the disruption are g = 2, µ = 1.5, Γ = diag(5, 

5, 5), Bik = diag[−0.5, −0.5, −0.5], t= 0.05, and the corresponding parameters for the cost are Kg = 0.15, 

Kµ = 0.1, KΓ = 0.1, KBik, = 1, times = T/t = 6. The above initial values continue to be used. Then, we get 

R(0.3) = 0.7075, cost = 5.95, Rc(0.3) = 0.1189. 
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Parameter 

 

 

Figure 15. Comparison of the resilient recovery rate R(t). 

There are five kinds of recovery strategies (as shown in Section 4.2) to choose from. To further 

verify the method that helps to choose the resilient recovery strategy, the following two scenarios 

are designed. 

Scenario 1: After the fire occurs, the emergency management ability, the strategy adjustment 

ability, the coupling node control ability, and the incentive mechanism of each enterprise remain 

unchanged. That is to say, the cost parameters of each strategy are not changed. We adopt the five 

strategies for the experiment. With different strategies, ∆g = 1, ∆µ = 1, ∆Γ = 1, ∆Bik, = 0.1. As shown in 

Table 5, the recovery rate, the cost, and the control efficiency are calculated. 
 

 

 

Scenario 1 Strategy 
Strategy 

Table 5. Scenario 1. 

Cost 
Parameter 

 

 

 

Cost R(0.3) RC(0.3) 
 

 

Strategy 1 
Emergency 

management 
∆g = 1 Kg = 0.15 C = C0 + Kg*∆g = 6.10 0.7509 0.1231 

Strategy 2 Strategy adjustment ∆µ = 1 Kµ = 0.1 C = C0 + Kµ*∆µ = 6.05 0.7091 0.1172 

Strategy 3 Coupled node control ∆Γ = 1 KΓ = 0.1 C = C0 = +KΓ*∆Γ = 6.05 0.7075 0.1169 

Strategy 4 Incentive mechanism ∆Bik, = 0.1 KBik, = 1 C = C0 = +KBik, *∆Bik, *T/t = 6.95 0.7264 0.1045 

Strategy 5 Reconstruction 
∆RC = W1-P3 KRC = 1 C = C0 + KRC *∆RC = 6.95 0.7086 0.1018 

∆RC = W1-P2 KRC = 1 C = C0 + KRC *∆RC = 6.95 0.7080 0.1017 

In scenario 1, the control efficiency of emergency management measures is the highest. In strategy 

5, recovering the backbone link W1-P3 has higher control efficiency than recovering the redundant link 

W1-P2, although the recovery cost is the same. 

Scenario 2: After the fire, the cost parameters of the incentive system are reduced rather than 

increased when employees voluntarily work overtime to restore enterprise operations. The emergency 

management capability, strategy adjustment capability, and coupling node control capability of each 

enterprise remain unchanged. That is to say, the corresponding cost parameters of each strategy stay 

constant. As shown in Table 6, the control efficiency of the incentive mechanism is the highest in 

scenario 2. 

Table 6. Scenario 2. 
 

 
Strategy 

Strategy 
Parameter 

Cost 
Parameter 

Cost R(0.3) RC(0.3) 

Strategy 4 Incentive mechanism ∆Bik, = 0.1 KBik, = 0.5 C = C0 = +KBik, *∆Bik, *T/t = 3.95 0.7264 0.1839 

 

From the above discussion, it can be seen that the proposed method can help supply chain 

managers to select the appropriate control strategies. 
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6. Conclusions 

In the face of disruption, the question of how to obtain better control over resilient recovery 

of the supply network is an important problem. Using outer synchronization, efficient control and 

measurement for resilient recovery has been proposed. The conclusions are as follows: 

(1) A dynamic SN model is established. The effective range of the resilient recovery method is given 

in Theorem 1. 

(2) The measurement with memory for resilient recovery is proposed by the synchronization error. 

This method takes into account both time and speed. 

(3) A greedy algorithm is designed to identify the backbone of the SN for the resilient recovery 

accordingly. It is very important to control the network backbone for resilient recovery. 

(4) Certain common control strategies correspond to the parameters in our model, such as the 

incentive mechanism corresponding to the intensity of impulsive control, and the strategy 

adjustment corresponding to the capability of parameter identification. 

In this paper, the control and measurement for resilient recovery consider the effectiveness and the 

control cost, helping to make better decisions. This method can be applied to other networks, such as 

communication networks and infrastructure networks. Meanwhile, there are still some limitations in 

this study. The relationship with the network backbone should be further studied. Follow-up studies 

are needed to address these problems. 
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